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1 Abstract

The transfer and visualization of information are critical to modern decision-making and

data-driven processes. While traditional visualization tools like PowerBI and Tableau have

standardized data representation, they are often constrained in flexibility and adaptability.

To overcome these limitations, we introduce RADAR, a Retrieval-Augmented Generation

(RAG)-based Large Language Model (LLM) designed to enhance the visualization process.

By dynamically retrieving and integrating relevant external information, RADAR enables

more flexible, real-time, and accurate data visualizations, making it highly adaptable for

evolving information needs.

2 Introduction

Information transfer has been a cornerstone of progress in the modern world, shaping how we

communicate, innovate, and make decisions. As technology has advanced, continuous efforts

have been made to improve the speed and accuracy of transferring information. Studies such

as [2] and [21] highlight the significant role that modern methods of information transfer have
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played in enhancing these processes. In the early days, free-form visualizations using simple

tools like Paint were common, allowing for creativity but lacking structure. Over time, the

field has evolved with the introduction of standardized platforms like PowerBI and Tableau,

which offer more consistent and streamlined ways to represent data. However, these tools

come with inherent limitations, as their visualizations are often restricted by the tools’ built-

in functionalities, resulting in a lack of flexibility and adaptability [12].

This is where Natural Language to Visualization (NL2VIS) systems fill the gap. NL2VIS

offers a solution by enabling users to generate visualizations from natural language inputs,

making the creation of data-driven graphics more intuitive, flexible, and accessible. [24]

This technology bridges the gap between understanding data and effectively presenting it,

removing the technical barriers that many users face with traditional tools.[15]

Creating a chart is not just about visualizing data; it’s about building a clear and mean-

ingful representation that can be easily understood by others. Historically, this task has

required the collaboration of data analysts and skilled graphic designers, with the latter

crafting visually appealing and informative infographics. This synergy is essential for trans-

lating complex data into digestible insights. By moving beyond basic visualizations to so-

phisticated infographics, we can significantly enhance the transfer and communication of

information, making it more impactful and accessible to a wider audience. [4]

3 Literature Review

Large Language Models (LLMs) have seen remarkable evolution, especially in their ability to

grasp and engage with creative concepts. Early LLMs were primarily designed for straight-

forward tasks, but innovations in techniques like chain-of-thought prompt engineering [22]

have enabled these models to process complex reasoning sequences, allowing them to tackle a

wide range of creative and problem-solving challenges. As the adoption of LLMs has surged,

with models like OpenAI’s GPT [3] leading the way, they have become specialized in areas
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such as coding, content creation, and creative problem solving. The release of Llama 3.5 [6]

has further broadened the capabilities of these systems, enabling them to manage multiple

tasks with greater creativity and efficiency. Additionally, models specifically designed for

coding, like CodeLLama, have made the transition from natural language to machine code

even more seamless.

The early history of natural language processing (NLP) in relation to NL2VIS (Natural

language to Visual) can be divided into three main phases. [5], [13]

The first phase involved rule-based or symbolic systems, where the primary idea was

to translate linguistic rules into visual representations, which could then generate graphs.

Early systems, such as Articulate [18], DataTone [8], Eviza [16], and DeepEye [11], each

had their own methodology for mapping natural language to visualizations. However, these

approaches were often too complex and required developers with expertise in the specific

system. A small improvement came with the integration of semantic parsers, such as NLTK

[1], Automatic Named Entity Recognition (NER), and the Stanford Treebank [14], which

introduced features like part-of-speech tagging, thematic analysis, and entity recognition.

While some deep learning techniques were introduced during this phase, the rule-based

nature of these systems made them brittle, with many hand-crafted rules and a lack of

flexibility. [7]

The second phase aimed to address these limitations through the use of machine learning-

based systems. New approaches aimed to achieve greater robustness flexibility and adeptness

as compared to the first phase of models. [19] Approaches like ADVISor [10], ncNet [12],

and RGVisNet [17] utilized machine learning techniques. Many of these platforms were un-

derpinned by early versions of LLMs, such as BERT or BART, to improve the generation of

visualizations. This phase laid the groundwork for the next major advancement in the field.

The third and current phase involves systems powered entirely by large language models

(LLMs), which automatically generate visualization rules based on input.[20] Examples in-
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clude LIDA[5] and Chat2Vis [13], which represent the state of the art in NL2VIS by leverag-

ing LLMs for dynamic and flexible visualization generation, eliminating the need for complex

rule-based systems. The current systems also have problems due to the compute power and

size of the models. Other issues include AI hallucination and a lack of model explainability,

all issues that hamper the widespread adoption of these systems. [5]

One solution to the issues of traditional LLM powered systems is the RAG method.

Retrieval-Augmented Generation (RAG) is a more recent approach that enhances the capa-

bilities of large language models (LLMs) by supplying them with relevant external informa-

tion during the prompting process.[23] One of the key benefits of RAG is that it generally

does not require the LLM itself to be retrained, which saves time and computational re-

sources. Additionally, RAG allows for continuous updates, meaning that new information

can be easily incorporated into the retrieval process without needing to modify the core

model. This makes it highly adaptable and efficient for use cases where real-time or con-

stantly evolving information is needed.[9]. RAG based methods also constrain LLM outputs

making it far more certain to return logical answers and bring down hallucination.
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